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ABSTRACT 
Comparative analysis for N-Queens problem by using various techniques: backtracking, genetic algorithm and 

tuned hybrid technique. This NP hard problem states that “to place the ‘n’ numbers of Queens on a chess board 

so that neighbor Queens cannot contradict each other vertically, horizontally and diagonally”, if contradiction 

occurs the number of trails will go on and to increase the performance by removing the threatening cells in order 

to decrease the number of trails and number of error steps.      

 

KEYWORDS: Queens, N-Queens, 8 Queens, Backtracking, Backtracking and Set, Sets, Optimization, Tuned 

Hybrid Technique, Genetic Algorithm, Chromosome, Mutation, Selection, Crossover, Recombination. 

 

INTRODUCTION 
N-Queens dates back to the 19th century (studied by Gauss) Classical combinatorial problem, widely used as a 

benchmark because of its simple and regular structure Problem involves placing N Queens on an N  N 

chessboard such that no Queens can attack any other Benchmark code versions include finding the first solution 

and finding all solutions.  Input for this System: A Positive integer n. Task for this System: Place n Queens on 

an n by n chessboard so that no two Queens attack each other (on same row, column, diagonal), or report that 

this is impossible. Solving particular problem for the different values of n=1, 2, 3, 4…n. [1] 

 

Process of n-Queens: 

1. Suppose you have 8 chess Queens and a chess board of Size 8*8.  

2. Can the Queens be placed on the board so that no two Queens are attacking each other? 

 

 
Fig: 1.1 Chess Board of Size 8*8 with 8 Queens. [1] 

 

3. Two Queens are not allowed in the same row. 

4. Two Queens are not allowed in the same row, or in the same column. 

5. Two Queens are not allowed in the same row, or in the same column, or along the same diagonal.  
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6. The number of Queens and the size of the board can vary.  

7. It seems hard to generate one valid placement. 

8. But it is easy to check whether a placement is valid or not. 

9. We will write a program which tries to find a way to place N Queens on an N x N chess board.  

10. The program uses a stack to keep track of where each Queens is placed.  

11. Each time the program decides to place a Queens on the board, the position of the new Queens is stored 

in a record which is placed in the stack.  

12. We also have an integer variable to keep track of how many rows have been filled so far. 

13. Each time we try to place a new Queens in the next row, we start by placing the Queens in the first 

column. 

14. If there is a conflict with another Queens, then we shift the new Queens to the next column. 

15. If another conflict occurs, the Queens is shifted rightward again.  

16. When there are no conflicts, we stop and add one to the value of filled. 

17. Let's look at the third row. The first position we try has a conflict. 

18. So we shift to column 2.  But another conflict arises. 

19. Then we shift to the third column. Yet another conflict arises. 

 

20. We shift to column 4.  There's still a conflict in column 4, so we try to shift rightward again. 

21. When we run out of room in a row: pop the stack, reduce filled by 1 and continue working on the 

previous row. 

22. Now we continue working on row 2, shifting the Queens to the right. 

23. This position has no conflicts, so we can increase filled by 1, and move to row 3. 

24. In row 3, we start again at the first column.[1] 

 

 
Fig: 1.2 Move Queens in next row and repeat process. [1] 

 

APPLICATIONS OF N-QUEENS 
There are Variety of N-Queens Applications that is deal with the daily life and real world problems. Some of 

these are given below: 

1. VLSI Testing. 

2. Traffic control. 

3. Deadlock Prevention. 

4. Image Processing. 

5. Motion Estimation. 

6. Register Allocation.[6] 

 

Optimization: 

Optimization is the process of identifying the best solution among a set of alternatives. Single objective 

optimization employs a single criterion for identifying the best solution among a set of alternatives. [1] 

 

Mathematical Equations: 
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These brute-force algorithms to count the number of solutions are computationally manageable for n = 8, but 

would be intractable for problems of n ≥ 20, as 20! = 2.433 × 1018. If the goal is to find a single solution then 

explicit solutions exist for all n ≥ 4, requiring no combinatorial search whatsoever.[4] The explicit solutions 

exhibit stair-stepped patterns, as in the following examples for n = 8, 9 and 10. 

The examples above can be obtained with the following formulas. Let (i, j) be the square in column i and 

row j on the n × n chessboard, k an integer. 

1. If n is even and n ≠ 6k + 2, then place Queens at (i, 2i) and (n/2 + i, 2i - 1) for i = 1, 2, ..., n / 2. 

2. If n is even and n ≠ 6k, then place Queens at (i, 1 + (2i + n/2 - 3 (mod n))) and (n + 1 - i, n - (2i + n/2 - 

3 (mod n))) for i = 1, 2, ….n / 2. 

3. If n is odd, then use one of the patterns above for (n − 1) and add a Queens at (n, n).[2] 

 

Backtracking and Set: 

Backtracking is a technique used to solve problems with a large search space, by systematically trying and 

eliminating possibilities. Backtracking is a methodical way of trying out various sequences of decisions, until 

you find one that “works”. When we carry out backtracking, an easy way to visualize what is going on is a tree 

that shows all the different possibilities that have been tried. On the board we will show a visual representation 

of solving the 4 Queens problem (placing 4 Queens on a 4x4 board where no two attack one another). The neat 

thing about coding up backtracking is that it can be done recursively, without having to do all the bookkeeping 

at once. Instead, the stack or recursive calls does most of the book keeping track of which Queens we've placed, 

and which combinations we've tried so far, etc. sets are used as input to enhance the Backtracking technique by 

removing threatening cells. [1] 

 

 
Fig: 1.3 Process of Backtracking to find success. [1] 

 

Proposed Algorithm: 

In this paper two algorithms are discussed these are given below: 

1) Backtracking 

2) Backtracking and Sets 

3) Genetic Algorithm 

 

Backtracking: Backtracking is a form of recursion. The usual scenario is that you are faced with a number of 

options, and you must choose one of these. After you make your choice you will get a new set of options; just 

what set of options you get depends on what choice you made. This procedure is repeated over and over until 

you reach a final state. If you made a good sequence of choices, your final state is a goal state; if you didn't, it 

isn't. 

 

Conceptually, you start at the root of a tree; the tree probably has some good leaves and some bad leaves, 

though it may be that the leaves are all good or all bad. You want to get to a good leaf. At each node, beginning 

with the root, you choose one of its children to move to, and you keep this up until you get to a leaf. 
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Suppose you get to a bad leaf. You can backtrack to continue the search for a good leaf by revoking your most 

recent choice, and trying out the next option in that set of options. If you run out of options, revoke the choice 

that got you here, and try another choice at that node. If you end up at the root with no options left, there are no 

good leaves to be found.[1] 

This needs an example. 

 
Fig: 1.4 Backtracking recursive processes. [1] 

 

Pseudo Code: 

Boolean solve (Node n)  

{  

 if n is a leaf node  

 {   

  if the leaf is a goal node, return true  

 else return false  

 }  

 else  

 { 

for each child c of n  

 {  

 if solve(c) succeeds, return true  

 }  

 Return false  

} 

  } 

 

Algorithm of Backtracking: 

1. Place the Queens column wise, start from the left most column 

2. If all Queens are placed. 

1. Return true and print the solution matrix. 

3. Else 

1. Try all the rows in the current column. 

2. Check if Queens can be placed here safely if yes mark the current cell in solution matrix as 1 and try 

to solve the rest of the problem recursively. 

3. If placing the Queens in above step leads to the solution return true. 

4. If placing the Queens in above step does not lead to the solution, BACKTRACK, mark the current 

cell in solution matrix as 0 and return false. 

4. If all the rows are tried and nothing worked, return false and print NO SOLUTION. 

 

Backtracking and Sets Algorithm: The N Queens is the problem of placing N chess Queens on an N×N 

chessboard so that no two Queens attack each other. For example, following 0is a solution for 4 Queens 

Problem. The expected output is a binary matrix which has 1s for the blocks where Queens are placed. For 

example following is the output matrix for above 4 Queens Solution. 

{0, 1, 0, 0} 

{0, 0, 0, 1} 

{1, 0, 0, 0} 

{0, 0, 1, 0} 
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Fig: 1.5 Backtrack and sets output. [1] 

 

Algorithm of Backtracking and Sets: 

1. Place the Queens column wise, start from the left most column 

2. If all Queens are placed. 

1. Return true and print the solution matrix. 

3. Else 

1. Try all the rows in the current column. 

2. Check if Queens can be placed here safely if yes mark the current cell in solution matrix as 1, 

provide set input and try to solve the rest of the problem recursively. 

3. If placing the Queens in above step leads to the solution return true. 

4. If placing the Queens in above step does not lead to the solution, BACKTRACK, mark the current 

cell in solution matrix as 0 and return false. 

If all the rows are tried and nothing worked, return false and print NO SOLUTION. [1] 

 

Genetic Algorithm: Genetic algorithms (GA) are randomized search and optimization techniques that are 

motivated by the principals of natural selection and evolution processes. The GA was introduced by John 

Holland in 1975. He was inspired by the concept of Darwinian’s principle of survival of the fittest individuals 

and natural selection and developed the theory of genetic algorithm. Since then many researchers are using this 

algorithm to solve various optimization problems effectively. [3] 

 

Steps of Genetic Algorithms  
In GA, the roles of initialization and recombination operators are very well defined. The initialization operator 

identifies the direction of search and recombination operator generates new regions for search. GA first starts a 

generation with an initial population. The initial population is generated with a number of chromosomes. The 

chromosomes are made up with a number of genes. For clustering problem, a chromosome is considered to be a 

clustering solution, and a gene of a chromosome is considered to be the center of a cluster. After initialization, 

in order to selection, an objective/fitness function is applied on each chromosome that identifies the goodness of 

a chromosome. Biologically inspired operators: crossover and mutation are then applied to the population in 

order to solve the clustering problem. At the end of each generation, GA applies an elitist operation where the 

newly generated populations are compared with the previous population. All these inter-related parameters and 

operators influence the performance of a GA. The processes of selection, crossover, mutation and elitist 

operation are continued for a fixed number of generations or until a termination condition is satisfied.    

 

Step 1: Population initialization:  The first step of GA is to initialize population. To initialize population, size 

is one of the important things that need to be considered. The higher number of the population contributes 

towards a good clustering solution. Therefore, some GA-based clustering techniques use big population for the 

clustering solution. Traditionally, the numbers of genes of a chromosome are generated randomly in the initial 

population. The records also selected randomly to form genes. However, a careful selection of genes can create 

an initial population containing high-quality chromosomes. Having high-quality chromosomes in a population 

increases the possibility of getting better quality clustering solution at the end of genetic processing. Therefore, 

some GA-based clustering techniques generate high-quality chromosomes in the initial population. 

 

Step-2: Selection:  For the next genetic operator such as crossover and mutation GA selects chromosomes 

based on their fitness/objective function. There are various methods to calculate the fitness such as Davis-

Bouldin (DB) Index, Sum of the Squared Error (SSE), Silhouette Coefficient and COSEC. 
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Step-3: Crossover: Crossover is an important step in GA where a pair of chromosomes swaps their 

segments/genes to each other and generates a pair of new offspring chromosomes. Typically, there are many 

selection criteria such as the roulette wheel, rank-based wheel and random selections are used to select the 

chromosome pair for a crossover operation. Some GA-based clustering techniques use roulette wheel selection 

where the best chromosome (which is available in the current population) is chosen as one chromosome of the 

pair. The second chromosome of the pair is selected using the roulette wheel technique. Blas et al. use the rank-

based wheel selection. In the rank-based wheel selection, the chromosomes are first sorted based on their quality 

and then the pair of chromosomes are chosen based on the position of a chromosome in the rank.  Once the pair 

of chromosomes is selected, GA then applies crossover operation on each pair of chromosomes. There are many 

approaches to performing crossover between a pair of chromosomes such as a single point, multi-point, 

arithmetic, path-based and heuristic. In the single-point crossover, each chromosome of a pair is divided into 

two parts at a random point between two genes. The left part (having one or more genes) of one chromosome of 

a pair joins the right part of other chromosomes (having one or more genes) and form an offspring chromosome. 

In the multi-point crossover, each chromosome of a pair is divided into multiple parts and then swaps their part 

to each other and generates new offspring chromosome. In the path-based crossover two parents, chromosomes 

create a path between them.  Two points are then selected from the obtained path as offspring chromosomes.  

The heuristic crossover uses the fitness values of two parents where the worst parent slightly moves towards the 

best parent. 

 

Step- 4: Mutation: Mutation randomly changes one or more genes of a selected chromosome with a probability 

equal to the mutation rate. There are many approaches for mutation such as such as division and absorption, 

insertion, deletion, perturbation and movement. The division operation divides one cluster of a chromosome into 

two clusters. The absorption operation merges two clusters of a chromosome into one cluster. The perturb 

mutate randomly selects a cluster. 

 

Advantages and disadvantages of genetic algorithms  

At the end of the discussion about genetic algorithm improvements, we will list some of the attractive 

advantages and also some disadvantages of genetic algorithms: 

 

Advantages: 

1. It can solve every optimization problem which can be escribed with the chromosome encoding. 

2. It solves problems with multiple solutions. 

3. Since the genetic algorithm execution technique is not dependent on the error surface, we can solve multi-

dimensional, non-differential, non-continuous, and even non-parametrical problems. 

4. Structural genetic algorithm gives us the possibility to solve the solution structure and solution parameter 

problems at the same time by means of genetic algorithm. 

5. Genetic algorithm is a method which is very easy to understand and it practically does not demand the 

knowledge of mathematics. 

6. Genetic algorithms are easily transferred to existing simulations and models. 

 

Disadvantages: 

1. Certain optimization problems (they are called variant problems) cannot be solved by means of genetic 

algorithms. This occurs due to poorly known fitness functions which generate bad chromosome blocks in 

spite of the fact that only good chromosome blocks cross-over. 

2. There is no absolute assurance that a genetic algorithm will find a global optimum. It happens very often 

when the populations have a lot of subjects. 

3. Like other artificial intelligence techniques, the genetic algorithm cannot assure constant optimization 

response times. Even more, the difference between the shortest and the longest optimization response time 

is much larger than with conventional gradient methods. This unfortunate genetic algorithm property limits 

the genetic algorithms' use in real time applications. 

4. Genetic algorithm applications in controls which are performed in real time are limited because of random 

solutions and convergence, in other words this means that the entire population is improving, but this 

could not be said for an individual within this population. Therefore, it is unreasonable to use genetic 

algorithms for on-line controls in real systems without testing them first on a simulation model. [3] 
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Algorithm of Genetic Algorithm 

1. Instance 

2. Size of population 

3. Rate of elitism 

4. Rate of mutation 

5. Number of iterations [3]  

Output: Optimal solutions  

 

METHODOLOGY 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: 1.6 Methodology of solving n-Queens problem. [1] 

 

 

RESULTS 
Time complexity is measured with no of Queens and results of backtracking and backtracking and sets in 

nanoseconds. 

 

Table: 1 Time Complexity based on the number of Queens (n). [1] 

 
 

Space complexity is measured with no of Queens and results of backtracking and backtracking and sets in 

nanoseconds. 
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Table: 2 Space Complexity based on the number of Queens(n). [1] 

 
 

System Configuration: Intel Celeron Processor N-3050, Intel HD Graphics, 4 GB RAM, 500 GB Hard Disk. 

 

CONCLUSION AND FUTURE SCOPE 
In this paper, we demonstrate comparative analysis of three most used techniques for solving the n-Queens 

problem on the basis of parameters viz time and space. Time taken to solve the n-Queens problem in the 

backtracking and tuned hybrid technique is more than that of the genetic. Space taken to solve the n-Queens 

problem in the backtracking and tuned hybrid technique is more than that of the genetic. Complexity Analysis 

can be improved using different algorithms and that approach will be applied on the one of the applications of 

the N-Queens Problem to obtain the fast and better solution. Complexity Analysis can be based in the 

convergence-rate and conflict-minimization.  
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